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Abstract 
This study was designed to describe and explore how nonresponse in the Journal of International Agricultural and Extension Education historically has been handled. Similar work by Lindner, Murphy, and Briers (2001) was replicated in an effort to describe the generalizability of their findings and applicability of recommendations to this population. All articles (N=87) published in the Journal of International Agricultural and Extension Education during the years 1995 through 1999 were analyzed using content analysis techniques. The findings of this study support those of Lindner, Murphy, and Briers (2001), namely that not mentioning nonresponse error as a threat to external validity of a study, not attempting to control for nonresponse error, or not providing a reference to the literature were unfortunately the norm rather than the exception. Recommendations for handling nonresponse error and minimally acceptable response rates are provided.

Introduction 
In 1983, Miller and Smith wrote an article on handling nonresponse issues. It is one of the most widely cited articles in agricultural and extension education profession, providing researchers with a professionally acceptable and statistically sound method for handling nonresponse as a threat to the external validity of studies that employ sampling techniques. Such efforts to improve our research methods are necessary to insure the objectivity and vigor of research. Subsequently, Miller (1998a) noted that “numerous improvements can be made in our research” (p.10), and suggested that the profession continue to devote time to renewing, maintaining, and improving our ability to use appropriate research methods and techniques. Improving research in agricultural and extension education requires that we periodically examine our methods and techniques. Miller (1998b, p. 52) also stated, “some basic researchers would note that our research is ‘soft,’ does not have clearly defined objectives or hypotheses, lacks focus and rigor, is not programmatic, and is not sufficiently funded.” Such an indictment of our profession is a clarion call to improve, communicate, justify, and defend our research methodologies. As the Association of International Agricultural and Extension Education (AIAEE) “comes of age,” Miller and Sandman (2000, p. 39) raise questions with respect to AIAEE scholarship: “How do we assure scholarly standards?,” and “How can we assure that new entrants to the field are professionally socialized to contribute to scholarship in AIAEE as well as practices?”

Social science research has advanced, in part, due to efforts of research designers and statisticians to produce reliable and valid techniques for the measurement of social variables (Ary, Jacobs, & Razavieh, 1996). Measures of characteristics assessed using these techniques, including probabilistic sampling techniques, can be used to estimate parameters of a population. The ability of social science researchers to draw conclusions, generalize results, and make inferences to broader audiences is enhanced by the use of these techniques (Gall, Borg, & Gall, 1996).

According to Dillman, (2000) there are four possible sources of error in sample survey research. They are sampling error, coverage error, measurement error, and nonresponse error. As any one of these types of error increases in a survey research study, the results and recommendations of that study become increasingly suspect and decreasingly valuable as evidence of the characteristic in other audiences.

Sampling error is a result of the measuring of a characteristic in some, but not all, of the units or people in the population of interest. Sampling error always exists at some level when a random sample is drawn. It is reduced through larger samples, but cannot be completely eliminated. Sampling error is unknown when any of the methods for random selection and assignment of subjects to treatments are violated. Coverage error occurs
when the list or frame from which the sample is
drawn fails to contain all the people in the
population of interest. For example, using the
dues-paying members of the AIAEE to sample
the population of higher education faculty
working in international agricultural and
extension education would introduce Coverage
error. Measurement error is contained in the
instrument used to collect the data. Reducing
this source of error requires that the researcher
use consistent questions and answers that are
both clear and unambiguous to the readers.

Nonresponse errors exist to the extent
that people included in the sample fail to provide
usable responses, and are different from those
who do on the characteristics of interest in the
study. Of these four types of error, nonresponse
error has perhaps received the least attention. A
recent study by Lindner, Murphy, and Briers
(2001) found that non mentioning nonresponse
error as a threat to external validity of a study,
not attempting to control for nonresponse error,
or not providing a reference to the literature
were unfortunately the norm and not the
exception in articles published during the 1990s
in the Journal of Agricultural Education. They
concluded that procedures used to address
nonresponse error provided strong evidence that
either early/late comparison or follow-up with
nonrespondents were valid, reliable, and
generally well accepted procedures for handling
nonresponse error as a potential threat to
external validity of research findings. These
authors recommended replication of their study
for articles published in other scholarly
publications and professions to determine if their
findings were generalizable and their
recommendations applicable to other
populations.

An additional item of concern not
addressed by Lindner, Murphy, and Briers
(2001) was minimal response rates needed to
ensure that a representative sample was
surveyed. To further reduce the threat of
nonresponse error it is recommended that a
minimum response rate of 50% be achieved (L.
E. Miller, personal communication, December
12, 2001; Fowler, 2001; Babbie, 1990). The
ability to control for potential nonresponse error
is diminished when a response rate of 50% is not
achieved. Aiken (1981) provides a formula for
calculating the “minimum required proportion of
returns” (p. 1036) needed to ensure responses of
respondents are representative of the sample.

Review of Procedures for Handling Non-
Response Error
In their article on handling non-response
in survey research, Miller and Smith (1983)
stated that Extension evaluators could use one of
two general methods for controlling
nonresponse error once appropriate follow-up
procedures have been carried out: ignore
nonrespondents; compare respondents to
population; compare respondents to
nonrespondents; compare early to late
respondents; and “double-dip” nonrespondents.
The authors further state that nonresponse error
is a concern for response rates as high as 90%.

Gall, Borg, and Gall (1996) suggested
that if appropriate follow-up procedures have
been carried out and a response rate of less than
80% was achieved, then a random sample of 20
nonrespondents should be contacted (“double-
dipped.”) Responses should then be compared
with each item of the instrument to determine if
nonresponse error is a problem. Ary, Jacobs, and
Razavieh (1996) noted that if, after appropriate
follow-up procedures have been carried out, a
response rate of less than 75% was achieved, the
researcher should attempt to describe how
respondents might differ from nonrespondents
by comparing characteristics of respondents to
those of the population, comparing early to late
respondents, or comparing respondents to a
small random sample of nonrespondents.

Similarly, Tuckman (1999) recommended that
“if fewer than about 80% of people who receive
the questionnaire complete and return it, the
researcher must try to reach a portion of the
nonrespondents and obtain some data from
them. Additional returns of all or critical
portions of the questionnaire by 5 to 10% of the
nonrespondents is required for this purpose”
(p. 267).

Purpose
The purpose of this line of inquiry was
to describe and explore how nonresponse in the
Journal of International Agricultural and
Extension Education was handled for the years
1995 through 1999. Specific objectives
included:
1. Describe the number and type of articles
published in the Journal.
2. Describe the sampling procedures used to
select research participants in articles
published by the Journal.
3. Describe the response rate reported in research articles published in the *Journal*.

4. Describe how often nonresponse error as a potential threat to external validity was mentioned in articles published in the *Journal*.

5. Describe how nonresponse error was controlled for in articles published in the *Journal*.

6. Describe the literature cited in handling nonresponse error for articles published in the *Journal*.

7. Describe results from attempts to control for nonresponse error in articles published in the *Journal*.

**Methods**

All articles \((N = 87)\) published in the *Journal of International Agricultural and Extension Education* during the years 1995 through 1999 were analyzed using content analysis techniques. Data were analyzed using SPSS and appropriate descriptive statistics used. The instrument was developed by Lindner, Murphy, and Briers (2001). Seven coding categories were used to gather data. Type of article was coded as sampling procedures used or sampling procedures not used. Response rate was coded as actual rate achieved. Mentioning of nonresponse error as a possible threat to external validity was coded as mentioned nonresponse, did not mention nonresponse, and a 100% response rate achieved. How nonresponse error was handled was coded into categories proposed by Miller and Smith (1983). Literature cited was coded by actual reference to the literature. Results of efforts to control for nonresponse errors were coded as no differences found, differences found, did not indicate results. Sampling procedures used were coded as one of nine categories.

A panel of researchers at Texas A&M University and Texas Tech University established content validity. Each article was independently read and analyzed by two researchers. Researcher analysis of the data was entered onto the data collection instrument. To establish inter rater reliability, results between researchers were compared to determine discrepancies between researchers. Less than one discrepancy per coding category existed. When discrepancies existed the two researchers, working together, reanalyzed the data and reached agreement.

**Findings**

**Objective One**

The first objective was to describe the number and type of articles published. Eighty-seven articles were published in the *Journal* for the years 1995 through 1999. Approximately 52\% \((n=52)\) of articles published in the *Journal* used sampling procedures.

**Objective Two**

As shown in Table 1 the second objective was to describe the sampling procedures used to select research participants in articles published in the *Journal* during the years 1995 through 1999. The sampling procedures used the most were census (19.2\%), stratified sampling (17.3\%), and purposive sampling (17.3\%). The sampling procedures used the least were cluster sampling (9.6\%), Delphi sampling (5.8\%), and systematic sampling (3.8\%). Two articles did not report sampling procedures.

Table 1

<table>
<thead>
<tr>
<th>Sampling Procedure</th>
<th>f</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Census</td>
<td>10</td>
<td>19.2</td>
</tr>
<tr>
<td>Stratified Sampling</td>
<td>9</td>
<td>17.3</td>
</tr>
<tr>
<td>Purposive Sampling</td>
<td>9</td>
<td>17.3</td>
</tr>
<tr>
<td>Simple Random Sampling</td>
<td>6</td>
<td>11.5</td>
</tr>
<tr>
<td>Convenience Sampling</td>
<td>6</td>
<td>11.5</td>
</tr>
<tr>
<td>Cluster Sampling</td>
<td>5</td>
<td>9.6</td>
</tr>
<tr>
<td>Delphi Sampling</td>
<td>3</td>
<td>5.8</td>
</tr>
<tr>
<td>Systematic Sampling</td>
<td>2</td>
<td>3.8</td>
</tr>
<tr>
<td>Not Reported</td>
<td>2</td>
<td>3.8</td>
</tr>
<tr>
<td>Total</td>
<td>52</td>
<td>100.0</td>
</tr>
</tbody>
</table>

**Objective Three**

The third objective was to describe the response rate reported in research articles published in the *Journal* during the years 1995 through 1999. Table 2 shows response rates of studies published. The mean response rate was 86.8\% \((SD = 20.3)\). The minimum response rate reported was 10\% and the maximum rate was 100\%. Approximately 40\% of the studies reported that a 100\% response rate was achieved. Thirteen percent of the studies reported a response rate of 90-99\% \((f = 7)\). Almost 20\% of the studies did not report a response rate.

Table 2

<table>
<thead>
<tr>
<th>Sampling Procedure</th>
<th>Response Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Census</td>
<td>86.8%</td>
</tr>
<tr>
<td>Stratified Sampling</td>
<td>86.8%</td>
</tr>
<tr>
<td>Purposive Sampling</td>
<td>86.8%</td>
</tr>
<tr>
<td>Simple Random</td>
<td>86.8%</td>
</tr>
<tr>
<td>Convenience</td>
<td>86.8%</td>
</tr>
<tr>
<td>Cluster</td>
<td>86.8%</td>
</tr>
<tr>
<td>Delphi</td>
<td>86.8%</td>
</tr>
<tr>
<td>Systematic</td>
<td>86.8%</td>
</tr>
<tr>
<td>Not Reported</td>
<td>86.8%</td>
</tr>
<tr>
<td>Total</td>
<td>86.8%</td>
</tr>
</tbody>
</table>
Table 2

Response Rate of Research Articles Published in the Journal of International Agricultural and Extension Education 1995-1999

<table>
<thead>
<tr>
<th>Response Rate</th>
<th>f</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td>20</td>
<td>38.5</td>
</tr>
<tr>
<td>90 – 99%</td>
<td>7</td>
<td>13.4</td>
</tr>
<tr>
<td>80 – 89%</td>
<td>5</td>
<td>9.5</td>
</tr>
<tr>
<td>70 – 79%</td>
<td>4</td>
<td>7.6</td>
</tr>
<tr>
<td>60 – 69%</td>
<td>1</td>
<td>1.9</td>
</tr>
<tr>
<td>50 – 59%</td>
<td>2</td>
<td>3.8</td>
</tr>
<tr>
<td>Less than 50%</td>
<td>3</td>
<td>5.7</td>
</tr>
<tr>
<td>Did not report response rate</td>
<td>10</td>
<td>19.2</td>
</tr>
<tr>
<td>Total</td>
<td>52</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Note. \( M = 86.8\%; \ SD = 20.3\%; \ Min=10\%; \ Max=100\% \)

Table 3

Frequency that Nonresponse Error as a Potential Threat to External Validity was Mentioned in Articles Published in the Journal of International Agricultural and Extension Education 1995-1999

<table>
<thead>
<tr>
<th>Factor</th>
<th>f</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Less than 100% response rate achieved</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mentioned nonresponse</td>
<td>15</td>
<td>28.8</td>
</tr>
<tr>
<td>Did not mention nonresponse</td>
<td>17</td>
<td>32.7</td>
</tr>
<tr>
<td>Nonresponse a threat to external validity</td>
<td>32</td>
<td>61.5</td>
</tr>
<tr>
<td>100% response rate achieved</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mention of nonresponse not necessary</td>
<td>20</td>
<td>38.5</td>
</tr>
<tr>
<td>Nonresponse not a threat to external validity</td>
<td>20</td>
<td>38.5</td>
</tr>
<tr>
<td>Grand Total</td>
<td>52</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Objective Four

The fourth objective was to describe how often nonresponse error was mentioned as a possible threat to external validity of the study. Table 3 shows that approximately 30\% of articles published in the Journal mentioned nonresponse error as a potential threat to external validity. For almost 40\% of articles published in the Journal, nonresponse error was not a threat to external validity because a 100\% response rate was achieved. Approximately 33\% of articles did not mention nonresponse error as a potential threat to external validity. Of the 52 research articles published in the Journal, nonresponse was a threat to external validity of the findings in approximately 62\% of the studies.

Objective Five

The fifth objective was to describe how nonresponse error, in which nonresponse was a potential threat to external validity \( f = 32 \), was controlled for in articles published in the Journal. No attempts were made to control for nonresponse error in 21 or the 32 or 65.6\% of the articles. In four of these articles nonresponse as a potential threat to external validity was mentioned. In the remaining 11 articles nonresponse error was controlled by comparing early to late respondents in 8 of the studies and following up with nonrespondents in 3 of the studies.

Objective Six

The sixth objective was to describe the literature cited in handling nonresponse error for articles published in the Journal during the years 1995 through 1999. For studies where nonresponse error was a potential threat to external validity, approximately 80\% \( f = 26 \) did not provide a reference to the literature for how nonresponse was or should be handled. Six articles (20\%) cited Miller and Smith (1983) for how nonresponse was handled.

Objective Seven

The seventh objective was to describe the results of attempts to control for nonresponse error in articles published in the Journal during the years 1995 through 1999. No differences were found between respondents and nonrespondents in eight of the fifteen articles that mentioned nonresponse error as a threat to external validity. No differences were found between early and late responses in three of the fifteen articles that mentioned nonresponse error as a threat to external validity. No data were reported in four of fifteen articles that mentioned nonresponse error as a threat to external validity.
Conclusions

To ensure the external validity of a study or generalizability of research findings to the target population, the researcher must satisfactorily answer the question of whether the results of the survey would have been the same if a 100% response rate had been achieved (Richardson, 2000). Controlling for nonresponse error begins with designing and implementing research following generally acceptable protocols and procedures (Dillman, 2000). Appropriate sampling protocols and procedures should be used to maximize participation. Once participation has been maximized, the researcher will have a high enough response rate to conclude nonresponse is not a threat to external validity; or a response rate that warrants additional procedures for ensuring that nonresponse is not a threat to external validity.

Seven different general sampling procedures were used to collect data for the 52 articles published in the Journal from 1995 to 1999. Nonresponse error can be a threat to the external validity of a study when any of these sampling procedures are used and less than 100% response rate is achieved. A 100% response rate was achieved in 20 of the articles published in the Journal. Nonresponse, therefore, was a potential threat to external validity in 32 articles. In approximately 53% of these 32 articles, nonresponse error, as a potential threat to external validity, was not mentioned. In almost 65% of these 32 articles, no attempts to control for nonresponse were mentioned. The external validity of those findings is, therefore, unknown. These findings are consistent with those of Lindner, Murphy, and Briers (2001).

Of the articles attempting to do so, nonresponse error was handled primarily by comparing early to late respondents or comparing respondents with a sample of nonrespondents. A total of 7 references to the literature were made. During the five years of research covered in this paper, no differences were found to exist between early and late respondents or between respondents and nonrespondents. Early respondents were similar to late respondents and respondents were similar to nonrespondents.

As noted throughout this paper, not mentioning nonresponse error as a threat to external validity of a study, not attempting to control for nonresponse error, or not providing a reference to the literature were unfortunately the norm and not the exception. To ensure external validity of research findings, statistically sound and professionally acceptable procedures and protocols for handling nonresponse error are needed and should be reported. The results presented in this paper show how nonresponse has been handled in the past. Given these limited results, the findings, and the literature, it is recommended that greater accountability and stricter procedures for handling nonresponse in the future be addressed. It is recommended that a follow-up study of the handling of nonresponse in the Journal of International Agricultural and Extension Education be conducted in five years to describe the reliability and validity of proposed procedures. It is recommended that this study be replicated with articles published in other scholarly publications and with other professions to describe the generalizability of these findings to other populations and applicability of recommendations.

Recommendations for Handling Nonresponse

Based on the findings of this study and the review of literature, it was concluded that the methods and procedures for handling nonresponse issues proposed by Lindner, Murphy, and Briers (2001) be implemented when less than a 85% response rate and more than a 50% response rate is achieved. Variations from this recommendation should be justified by calculating and reporting, for example, “minimum required proportion of returns” (Aiken, 1981, p. 1036). The three methods for handling nonresponse errors proposed by Lindner, Murphy, and Briers are comparison of early to late respondents, using “days to respond” as a regression variable, and compare respondents to nonrespondents.

Method 1—Comparison of Early to Late Respondents. One technique to operationally define late respondents is based on responses generated by “successive waves of a questionnaire. So, we recommend that late respondents should be defined operationally as those who respond in the last wave of respondents in successive follow-ups to a questionnaire. If the last stimulus does not generate 30 or more responses, the researcher should “back up” and use responses to the last two stimuli as his or her late respondents. Comparison, then, would be made between early and late respondents on primary variables of
interest. Only if no differences are found should results be generalized to the target population…. If respondents cannot be categorized by successive waves or if a wave of 30 respondents cannot be defined by successive stimuli, then we recommend that late respondents be defined operationally and arbitrarily as the later 50% of the respondents.

Method 2—Using “Days to Respond” as a Regression Variable. “Days to respond” is coded as a continuous variable, and used as an independent variable in regression equations in which primary variables of interest are regressed on the variable “days to respond.” If the regression model does not yield statistically significant results, it can be assumed that nonrespondents do not differ from respondents.

Method 3—Compare Respondents to Nonrespondents. Comparisons between respondents and nonrespondents and differences found should be handled by sampling nonrespondents, working extra diligently to get their responses, and then comparing their responses to other previous respondents. A minimum of 20 responses from a random sample of nonrespondents should be obtained. If fewer than 20 nonrespondents are obtained, their responses could be combined with other respondents and used in conjunction with method 1 or 2. (p. 51-52)

By employing these methods, and then measuring their effectiveness, the profession will verify or refute the utility of the methods in reducing nonresponse error. If these methods for addressing nonresponse error as a threat to external validity of a study are effective, we will continue to use them, if ineffective we will have evidence of that and a deeper understanding of the problem.
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